
Math 4200
Monday November 16
4.3 Introduction to integral applications of the residue theorem.  

With modern technology that can compute definite and indefinite integrals way beyond 
Calculus, this topic may seem a little out of date.  But it turns out there are integrals that
are interesting and computable via the Residue Theorem.  We'll see some representative 
examples today, selecting from the large collection in section 4.3.  By Friday we'll see 
magic formulas for certain types of infinite series (section 4.4).  These techniques also 
lead to interesting infinite sum and infinite product formula for various meromorphic 
functions on .  Infinite product formulas are related to infinite sum formulas via the 
logarithm, and some of these infinite products are related to the gamma function and the
Riemann Zeta function (chapter 7).  In a completely different direction of ideas, there is 
a contour integral formula for the inverse Laplace transform, 8.1-8.2, and contour 
integrals are used to understand aspects of the Fourier transforms and inverse transforms 
as well.

Announcements:

reminder:  HW for Friday November 20
4.3:  1, 2, 4, 6, 10, 14, 17, 20ab.
There are a lot of good worked examples in the text.  In problem 6 you may use entry 
#5 on the Definite integral table 4.3.1, page 296.  The text explains why this table entry 
is true on pages 289-293 and summarizes it as Proposition 4.3.16.  We'll also discuss 
related examples today and Wednesday.

 



4.3:  Applications of contour integration to interesting integrals from real variables.

table entry 4  (page 296)

0

2 
f cos , sin  d

where f  is any rational function of cos , sin , or more generally any function 
f z, w that is analytic in z and w for z , w 1, except for isolated singularities.This 
can be re-expressed as contour integral around the unit circle, and then evaluated using 
the Residue Theorem:  If

z = ei , 0 2 

then working to covert everything into "z" expressions:
1
z = e i 
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z

d z = i ei d  d  = dz
i z .

So

0

2 
f cos , sin  d =
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Your homework problems 4.3.10, 4.3.20a are in this vein.
Example  Show
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table entries 1 and 2 

Theorem If f x  is the restriction to the real line of function f z  which is analytic on 
all of  except for a finite number of isolated singularities, none of which occur on the 
real line;  and if for large z  there is a uniform modulus bound  

f z  M
 z 2

in the closed upper half plane z  Re z 0 (alternately the lower half plane), then

f x  dx = 2  i {residues of f  in the upper half plane} 

(alternately f x  dx = 2  i {residues of f  in the lower half plane} )

Hint:  Consider R = 1 2 , apply the Residue Theorem, and let R .  Make good 
estimates. Either choice of contour (upper semi-circle, or lower semi-circle) can 
potentially work for this sort of problem.
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Example  (Relates to homework problem 4.3.4)  Compute 

0

1
x4 1

 dx = 
2 2



Example  (I stole this from the wikipedia page on the Residue Theorem.  Also relates to 
your homework problem 4.3.17)  These integrals arise in probability theory:  Show that 
for b 0,

cos b x
x2 1

dx = ei b x

x2 1
dx =  e b 

First check that the method two pages back fails for the function you might try first, 

f z = cos b z
z2 1

, when b 0....in both the upper and lower half plane.


